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1 Introduction

Conflict-free Replicated Data Types (CRDTs) [13, 10] are highly available replicated data types used in
distributed key-value stores [2] and collaborative web apps [8]. A list CRDT is a CRDT representing a
list, with operations to insert and delete elements. A prominent use case for list CRDTs is collaborative
text editing: represent the text as a list of characters.

Numerous list CRDTs have been proposed, e.g., [11, 12, 14, 9]. For collaborative text editing,
though, we typically want to restrict to CRDTs that are non-interleaving : if two users type a series of
characters at the same location concurrently, then their edits should appear one after the other, not
be interleaved. See Kleppmann et al. [7] for details.

RGA (Replicated Growable Array) [11] is one list CRDT. It satisfies a reasonable non-interleaving
property for LtR insertions: if two users both type a series of characters from left to right at the same
location concurrently, then their edits will appear one after the other [6, 5]. However, RGA does not
satisfy the analogous non-interleaving property for RtL insertions [7]. Kleppmann et al. proposed a
variant of RGA and conjectured that it satisfied both LtR and RtL non-interleaving, but their CRDT
was incorrect [4].

In this paper, we show that for fairly weak definitions of LtR and RtL non-interleaving, no text
CRDT can satisfy both simultaneously. Thus at least with respect to these definitions, there are no
“doubly non-interleaving” list CRDTs. To prove this, we first show that our seemingly weak definition
of LtR non-interleaving is equivalent to a much stronger version, and any algorithm satisfying it must be
similar to RGA (Theorem 2.2)—an interesting result in its own right. We then give a counterexample
to double non-interleaving in the form of a text editing trace (Theorem 3.1).

Finally, although a doubly non-interleaving list CRDT is impossible, we show that one can get
close using a novel list CRDT we call Double RGA.

2 From Non-Interleaving to an RGA-Like Algorithm

In a text CRDT, the left origin of an element is the element directly to its left at the time of insertion.
The left origin relation gives a tree structure on elements, rooted at a special start element. We will
call this tree the left origin tree; previous works have called it a timestamped insertion tree [1] or causal
tree [3].

Assume a list CRDT has the following non-interleaving property for LtR insertions:

Definition 2.1 (LtR Non-Interleaving). Suppose list elements a and b1, . . . , bk satisfy:

• a and b1 have the same left origin.

• b1, . . . , bk form a chain of left origins, i.e., the left origin of bi is bi−1 for all i ≥ 2.

• a is concurrent to all b1, . . . , bk.

Then in the final list order, all bi are on the same side of a, i.e., either a < b1, . . . , bk or b1, . . . , bk < a.
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In other words, if an element a is concurrent to some elements b1, . . . , bk inserted in sequence from
left to right, then a must not be interleaved in the middle of the sequence.

This is a “minimal” definition of LtR non-interleaving. At first glance, it appears weaker than
more useful user-facing notions, like a requirement that multiple concurrent LtR sequences should not
be interleaved. However, it turns out that it is already sufficient to imply something much stronger,
namely, an RGA-style algorithm:

Theorem 2.2. Assuming Definition 2.1, the final list order is a tree walk over the left origin tree in
which each element is ordered before its children, for some ordering of siblings in the tree.

Corollary 2.3. Assuming Definition 2.1, suppose list elements a1, . . . , al and b1, . . . bk are such that
a1 and b1 have the same left origin, and a1, . . . , al and b1, . . . , bk each form a chain of left origins.
Then in the final list order, either all bi appear before all aj, or vice-versa.

In particular, in a collaborative text editor using the algorithm, if two groups of users concurrently
insert LtR character sequences at the same position, then in the final list order, the two sequences are
not interleaved.

Proof. This follows easily from the tree walk. (A similar result has been formally proven by Kleppmann
et al. [6, 5]).

The rest of the section proves Theorem 2.2. First, we drop the concurrency requirement in our
non-interleaving assumption:

Lemma 2.4. Assuming Definition 2.1, suppose list elements a and b1, . . . , bk satisfy:

• a and b1 have the same left origin.

• b1, . . . , bk form a chain of left origins, i.e., the left origin of bi is bi−1 for all i ≥ 2.

Then in the final list order, all bi are on the same side of a, i.e., either a < b1, . . . , bk or b1, . . . , bk < a.

Proof. If a < b1, then a < b1, . . . , bk, since b1 < b2 < · · · < bk due to the chain of left origins.
Else b1 < a. It cannot be the case that a is causally greater than b1, since a’s left origin is to the

left of b1 but a is to the right of b1. Thus a is concurrent to or causally prior to b1. Since all bi are
causally greater than b1 (due to the chain of left origins), a is likewise concurrent to or causally prior
to all bi.

More specifically, there must be an index j (possibly 0 or k) such that a is concurrent to b1, . . . , bj
and causally prior to bj+1, . . . , bk. By the non-interleaving assumption, b1, . . . , bj < a. Next, when
bj+1 was inserted, it was aware of both bj and a, but chose bj as its left origin instead of a; thus it was
inserted to the left of a, i.e., bj+1 < a. The same holds for the rest of bj+2, . . . , bk.

Next, we extend to a tree of bi’s instead of a chain:

Lemma 2.5. Assuming Definition 2.1, suppose list elements a and b1, . . . , bk satisfy:

• a and b1 have the same left origin.

• b1, . . . , bk form a tree of left origins rooted at b1, i.e., the left origin of bi is some other bj for all
i ≥ 2.

Then in the final list order, all bi are on the same side of a, i.e., either a < b1, . . . , bk or b1, . . . , bk < a.

Proof. For any i, bi is contained in a chain of the kind described in Lemma 2.4. Thus by that lemma,
bi is on the same side of a as b1.

Finally, we prove the theorem.

Proof of Theorem 2.2. To prove that the list order is a tree walk over the left origin tree, it suffices to
prove two statements:

(1) Each element is greater than its parent in the tree.

(2) If x and y are siblings in the tree and x < y, then the entire subtree rooted at x is less than y.

Statement (1) holds because each element’s parent is its left origin, which is lesser by definition.
Statement (2) follows from Lemma 2.5 with x = b1 and y = a, since siblings in the tree have the same
left origin.
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Figure 1: Left and right origin trees for the example in Theorem 3.1.

3 Doubly Non-Interleaving

By swapping left origins with right in Definition 2.1, we obtain a minimal definition of RtL non-
interleaving. It implies RtL analogs of each result in the previous section. In particular, an RtL
non-interleaving algorithm’s final list order must be a tree walk over the right-origin tree in which each
element is ordered after its children, for some ordering of siblings in the tree.

Call an algorithm doubly non-interleaving if it satisfies both Definition 2.1 and its RtL analog. Such
an algorithm must be compatible with tree walks on both the left and right origin trees. Unfortunately,
this is impossible in general:

Theorem 3.1. No list CRDT is doubly non-interleaving.

Proof. We give a (rather convoluted) counterexample, explained in terms of text editing. Figure 1
shows the final left and right origin trees.

The document starts as a. Concurrently, one user types b after a (yielding ab), while another types
c after a (ac). WLOG b < c in the final document order (so merging would yield abc).

After receiving c but not b (state ac), one user types e between a and c (aec), while another types
g (agc). Both users then receive b. Note that b and c have the same right origins (the end of the
document), b < c, and e, g have right origin c; thus by RtL non-interleaving, b < e, g. So, the two users
see abec and abgc.

Next, the user with abec types d between b and e (abdec), while concurrently, the user with abgc
types f between b and g (abfgc).

Finally, they merge their changes. Note that b and e have the same left origins (a), b < e, and d, f
have left origin b; thus by LtR non-interleaving, d, f < e. Likewise, d, f < g. So, we have

a < b < (d, f) < (e, g) < c

The allowed final orders are then

abdfegc abdfgec abfdegc abfdgec

All of these orders interleave de with fg. But this is forbidden by RtL non-interleaving: the right-origin
tree contains the subtree

c

e

d

g

f

and so the final order on {d, e, f, g} must be either defg or fgde.

3.1 Double RGA

The closest we can get to double non-interleaving is to use an algorithm along the lines of:

1. Sort using a tree walk on the left origin tree.
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2. For siblings in this tree (which are not sorted by the tree walk), sort using a tree walk on the right
origin tree restricted to those siblings (with an arbitrary order on siblings-within-siblings).

This is a novel list CRDT that I call Double RGA. The description here is a complete algorithm, but
I will elaborate on it more in future work.

Double RGA circumvents the impossibility result because it is not quite RtL non-interleaving:
when ordering nodes with different left origins, we don’t consider the right origin tree at all, and so
RtL non-interleaving can fail for them. In the example of Theorem 3.1, {d, e, f, g} don’t all have the
same left origin, so Double RGA effectively ignores the right origin tree walk for them.
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